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Stroke  Handicapped Kidney failure  Dialysis Diabetic eye disease 
blindness

Vascular disease  amputation

Primary Care is the first contact and principal point of continuing care for the chronic patients

Near to 2 million visits to polyclinics (SHP) per year
• Majority are for chronic conditions like DHL

Growing Prevalence of DHL
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AI in Health Grand Challenge

“How can Artificial Intelligence (AI) help 
primary care teams stop or slow disease 
progression and complication 
development in DHL patients by 20% in 5 
years?”
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AI-enabled Chronic Care – The 3 `P’s

1. Reactive care to Predictive care
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AI-enabled Chronic Care – The 3 `P’s

2. One-size-fits-all to Personalized care
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AI-enabled Chronic Care – The 3 `P’s

3. Passive to EmPowered patients
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JARVISDHL Objective
1. 

From reactive care to 
Predictive care

3. 
From passive to 

emPowered patients

local-relevant 
treatment effectiveness

JARVISDHL

patient 
engagement

JARVISDHL

primary care 
delivery efficiency

JARVISDHL

1. 
Predictive stratification
for right-siting of at-risk 
individuals. 

JARVISDHL 2. 
Individually tailored 
treatment options for 
local patients. 

JARVISDHL 3. 
360◦ knowledge about 
patient with clinical + 
patient reported data. 

JARVISDHL

2. 
From “one-size-fit-all” to

Personalized care
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JARVISDHL (“Just” A Rather Very Intelligent System)
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Data-driven AI
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AI for Chronic Care: Considerations

1. Efficiency
• Deep neural 

architecture with 
small footprint and 
high accuracy

2. Robustness
• Robust learning with 

self-regularization and 
non-linear kernels

3. Complexity
• Multi-objective 

learners for 
understanding 
complex 
interactions

4. Explainability
• Automatic generation 

of explanations based 
on machine learning 
and database 
techniques

5. Causality
• Inference of models 

from clinical and 
lifelog data
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Stage 1: Research Findings
Predicting high risk pts for DM 
complications

• Developed RNN-Survival based on Temporal Point Process Model to identify diabetes 
patients who are at-risk of MACE complications in 1, 2, 5 years.

• Measure the risk of both new and repeated MACE events and predict the next event time.
• Validated on Singhealth Diabetes Registry (SDR) Data.
• Out-performs state-of-the-art model in terms of c-index for MACE complications in SDR 

and MIMIC-III dataset.
• Dashboard for prediction of diabetes complication is done and demonstrated.
• Next: Extend prediction to Kidney, eye and foot complications

Patient similarity analytics for 
shared decision making

• Designed and developed machine learning method to infer the distance metric for the 
identification of similar patients for shared decision making.

• Initial results have shown a substantial agreement of 0.707 between the learned distance 
metric and 2 physicians

Personalized treatment 
effectiveness for local 
population

Local data on statin treatment effectiveness based on real-world data varies from what is 
known from trial-based studies mostly conducted on Caucasian populations. (e.g. trial-based 
= statin initiation lowers LDL by 30-60%- ours was 20-30%, trial-based = doubling statin dose 
lowers LDL by about 6%, we found that uptitration lowered LDL by 12-24%)
Next: To work on diabetic and hypertension medications.

Predicting CVD risk Low cost CVD screening tool reduce unnecessary clinical tests and cardiac stress imaging for 
CVD risk stratification. [(questionnaire surveys variables, 24hours vitals monitoring, clinical 
blood investigation and data from wearable device)]

Diabetic screening using SIVA-
DLS for automated 
measurement of retinal vessel 
calibers from retinal images

High agreement of between 082 to 0.95. SIVA-DLS found to have association with CVD risk 
factors, incident CVD and with mortality.
Next: Linking of SIVA-DLS data with Diabetes main registry to prediction of macro and micro 
vascular complications
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JARVISDHL Timeline

Evaluation of process, clinical and 
patient reported outcomes

• Evaluate outcomes
• Prepare for manuscripts

• Prepare for wider deployment and 
implementation at a health systems 

level.

2023-24

03

Multi-site, adaptive, multi-
modality, real-world, hybrid, 

implementation trial

• Deployment of tools in 
implementation trial

• Refinement of models, tools, 
platform etc.

2022-24

02

Fine-tuning of models and pilot 
interfaces for deployment

• Models/algorithms validated and 
improved

• Design of interventions finalized 
based on each tool

• Study protocols finalized for each 
theme

2021

01
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JARVISDHL AI Tools
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DATA ACTION
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Laypersons’ Assumptions

The Data is Always Right

The Computer is Always Right

The Action is Always Right
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AI Accuracy: What You Teach is What You Get

“Exploring the ChestXRay14 Dataset: Problems”
https://lukeoakdenrayner.wordpress.com/2017/12/18/the-chestxray14-dataset-problems
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AI Ethics: Bias begets Bias (algorithmically!)

“Barriers and Bias:
The Status of Women in Leadership”
(2016)



19

Automated Propagation
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AI Security: It’s not as smart as you’d think! 

Camouflage graffiti and art stickers cause a 
neural network to misclassify stop signs as 
speed limit 45 signs or yield signs “Robust Physical-World Attacks on Deep Learning 

Models” Evtimov et al (2017)
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AI Security: It’s not as smart as you’d think! 

Adversarial attacks on medical 

machine learning
BY SAMUEL G. FINLAYSON, JOHN D. 

BOWERS, JOICHI ITO, JONATHAN L. 

ZITTRAIN, ANDREW L. BEAM, ISAAC S. 

KOHANE

SCIENCE22 MAR 2019 : 1287-128
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THANK YOU


